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Abstract

The Granger test for causality was applied to 1975-1980 loan and retail sales data for 27 non-metropolitan Arizona communities to determine if banks have played an active or passive role in community development. Regression results for Arizona indicate that bank lending was sensitive to past local economic activity. No statistical evidence was found to indicate that bank lending leads local economic development.

Introduction

The growth of non-metropolitan communities is often attributed to the ability of these communities to attract or develop basic (exporting) industries. An expanding basic sector will create employment opportunities in the basic industry itself, and through backward and forward linkages generate additional sales, employment, and income in the nonbasic or service sector of the local economy. The cumulative change in a community's economic activity will usually exceed the change in sales, employment, and income experienced by the basic industry. The difference between the cumulative and initial effects is determined by the magnitude of the local multipliers. According to McGee (1970), commercial banks can take an active role in this process if they induce the development of the export sector by making available loanable funds at competitive rates of interest. In this case, bank lending could be considered exogenous to the growth process. Alternatively, economic growth will generate income which will in turn increase the deposits and reserves of local banks. With greater reserves, local banks are able to expand loans to support the growth process and the cycle continues. However, if banks merely respond to the increase in demand for loans resulting from increased economic activity, the bank's portfolio management behavior is considered "passive" with respect to the growth process (McGee). Clearly, both "active" and "passive" lending policies will facilitate the growth of non-metropolitan communities. However, Minsky (1965) noted that the role of commercial banks is greatest if they both initiate export activity as well as respond to the credit needs of the nonbasic sector.1

Many of the earlier studies of the relationship between commercial bank lending and economic growth have implied that commercial bank performance affects local economic activity. For example, Minsky (1965) stated that banks played a central role in California's rapid growth. Macesish (1965) found a negative correlation between county per capita income and bank assets held in liquid form, and he concluded that the holding of liquid assets could hinder regional development. Griggs and Petty (1970) reported a positive and significant correlation between bank lending and local economic growth. Ho and Shaffer (1979) estimated the impact of bank outputs on local economic growth within a simultaneous framework and concluded that the amount of loans had a positive and significant impact on the change in per capita income. The consensus of this research is that the relationship between bank lending and local economic activity is bidirectional. That is, commercial banks both initiate and respond to local economic growth.

In contrast to the above research, Dreese (1974) also found a significant positive relationship between loan volume and employment. However, he stated that his results did not imply a particularly significant role for banks in the regional growth process. Dreese noted that his findings indicated only that loans and employment are positively correlated and that "the direction of causality might easily be from employment to loan growth rather than the reverse" (p. 656).

The absence of a consensus in the literature
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on the role of banks in economic growth may result from these studies’ reliance on cross sectional data bases and their inability to distinguish between correlation and causality. The question of causality is essentially a dynamic phenomena and the use of time series data and estimation procedures may provide additional insight into the causal relationship between bank performance and economic development. The purpose of this research is to use time series data and the Granger statistical test of causality to determine if loans lead economic activity or if loan volume simply responds to changes in local economic activity. The results suggest that bank lending is sensitive to past local economic activity. However, no evidence is found to support the null hypothesis that bank lending plays a major role in initiating causality to determine if loans lead economic activity are required to test for causal relationships between commercial bank lending and economic growth. Retail sales were selected as the proxy for local economic activity, since accurate annual estimates of traditional measures of economic development (per capita income and employment) are not available by community. Retail sales estimates for 27 non-metropolitan communities were available from community sales tax collection data for the fiscal years 1975-76 through 1980-81. Commercial bank lending activity in the 27 communities was measured by the 1975-1980 year-end balances of outstanding loans for the communities’ branch bank offices.

The retail sales and loan data for the 27 communities were deflated to 1972 dollars and expressed as an index of their respective deflated 1975 values. These adjustments reduce the likelihood of statistical problems inherent in estimation with data from cities of different sizes. Next the deflated indices of retail sales and loans were combined to form a pooled time series cross-sectional sample with 162 observations. The sample exhibits substantial variability in economic activity and loan volume and should provide a valid data base for econometric analysis. For example, for the 27 cities selected, the 1975 to 1980 community growth rates in real retail sales and loans outstanding ranged from negative 20 to positive 114 percent and negative 31 to positive 291 percent, respectively.

The Granger test for causality presented in equations (1) and (2) is a test for the relationship between current loans and past loans and retail sales and the current sales versus past sales and loans. This specification would be appropriate for the loan—economic activity causality test for one community. However, for a pooled time series cross-sectional sample, local

\[ Y_t = \alpha_0 + \sum_{i=1}^{n} \alpha_{1i} Y_{t-i} + \sum_{i=1}^{m} \alpha_{2i} X_{t-i} + \varepsilon_{1t} \]

\[ X_t = \beta_0 + \sum_{i=1}^{r} \beta_{1i} X_{t-i} + \sum_{i=1}^{s} \beta_{2i} Y_{t-i} + \varepsilon_{2t} \]

where \( \varepsilon_{1t} \) and \( \varepsilon_{2t} \) are taken to be two uncorrelated white-noise series.

The time series \( X \) is said to “Granger-cause” \( Y \) or \( X \) is said to contain “information exploitable in forecasting” \( Y \) if one can reject the null hypothesis that the \( \alpha_2 \)'s are jointly zero. Alternatively, to test if \( Y \) “causes” \( X \) in the Granger sense is equivalent to testing whether the coefficients of lagged \( Y \) (\( \beta_2 \)'s) are zero. If both \( X \) and \( Y \) are exogenous the \( \alpha_2 \)'s and \( \beta_2 \)'s will be jointly significantly different from zero, and bidirectional causality or feedback is said to occur. Finally, if \( X \) does not cause \( Y \) and \( Y \) does not cause \( X \) then \( X \) and \( Y \) are said to be independent. In this case, neither the \( \alpha_2 \)'s nor \( \beta_2 \)'s are jointly significantly different from zero.

Data and Model Specification

Annual time series for bank credit and economic activity are required to test for causal relationships between commercial bank lending and economic growth. Retail sales were selected as the proxy for local economic activity, since accurate annual estimates of traditional measures of economic development (per capita income and employment) are not available by community. Retail sales estimates for 27 non-metropolitan communities were available from community sales tax collection data for the fiscal years 1975-76 through 1980-81. Commercial bank lending activity in the 27 communities was measured by the 1975-1980 year-end balances of outstanding loans for the communities’ branch bank offices.4

The retail sales and loan data for the 27 communities were deflated to 1972 dollars and expressed as an index of their respective deflated 1975 values. These adjustments reduce the likelihood of statistical problems inherent in estimation with data from cities of different sizes. Next the deflated indices of retail sales and loans were combined to form a pooled time series cross-sectional sample with 162 observations. The sample exhibits substantial variability in economic activity and loan volume and should provide a valid data base for econometric analysis. For example, for the 27 cities selected, the 1975 to 1980 community growth rates in real retail sales and loans outstanding ranged from negative 20 to positive 114 percent and negative 31 to positive 291 percent, respectively.

The Granger test for causality presented in equations (1) and (2) is a test for the relationship between current loans and past loans and retail sales and the current sales versus past sales and loans. This specification would be appropriate for the loan—economic activity causality test for one community. However, for a pooled time series cross-sectional sample, local

Granger Test for Causality

Granger (1969) has provided a testable definition of causality between two stochastic time series (\( X \) and \( Y \)) based on the criterion that if optimum predictions of \( Y \) conditional on past values of \( Y \) and \( X \) are significantly better than optimum predictions conditional on past values of \( Y \) alone, then \( X \) is said to “cause” \( Y \). A formal statistical test for Granger’s definition of causality involves regressing current values of one time series (\( Y \)) on past values of \( Y \) and \( X \). Then the regressions are reversed and current values of \( X \) are regressed on past values of \( Y \) and \( X \). The regression equations may be represented by the following autoregressive processes:

\[ Y_t = \alpha_0 + \sum_{i=1}^{n} \alpha_{1i} Y_{t-i} + \sum_{i=1}^{m} \alpha_{2i} X_{t-i} + \varepsilon_{1t} \]

\[ X_t = \beta_0 + \sum_{i=1}^{r} \beta_{1i} X_{t-i} + \sum_{i=1}^{s} \beta_{2i} Y_{t-i} + \varepsilon_{2t} \]
economic and bank market characteristics which may contribute to intercommunity differences in retail sales or loan activity should be included in the regression equations. For example, the local demand for loanable funds may be affected by the community’s industrial structure. Mining and manufacturing firms are more likely to be non-locally owned than businesses engaged in agriculture, services, and trade, and therefore, the credit needs of mining and manufacturing firms are more likely to be provided by the firm’s home offices through nonlocal credit sources. A variable representing the percentage of 1980 county employment in mining and manufacturing (MM) is included and hypothesized to be negatively related to local bank loans. The location of a community with respect to other communities which offer similar or higher-ordered goods and services, may also affect a community’s sales and lending activity. That is, communities that are geographically isolated should experience less intercity competition for loan and retail sale customers, and as a result, fewer leakages. The potential for leakages in community loan and sales activity is represented by the distance to the nearest city of equal or greater population (D), and D is hypothesized to be positively related to local bank loans. The location of business which offer similar or higher-ordered goods and services, may also affect a community’s sales and lending activity. That is, communities that are geographically isolated should experience less intercity competition for loan and retail sale customers, and as a result, fewer leakages. The potential for leakages in community loan and sales activity is represented by the distance to the nearest city of equal or greater population (D), and D is hypothesized to be positively related to local bank loans. A dummy variable (CS) for the existence of alternative credit sources (savings and loan associations, credit unions, loan companies) is included to test for the influence of differences in the competitive structure of local financial markets on local loan activity. A negative relationship between CS and bank loans is anticipated. Finally, due to the national recession, sales and loans in Arizona’s non-metropolitan communities declined in 1979 and 1980. Thus, a trend variable (t) is included to capture the influence of external forces on community sales and loans. The coefficient of the trend variable is hypothesized to have a negative sign.

Two alternative specifications of the Granger test for bank lending—economic activity causality were estimated using the pooled time series cross-sectional data base and OLS regression. The stochastic models take the following forms:

3. Loans versus Sales

\[ L_{it} = f_1(L_{it-1}, L_{it-2}, S_{it-1}, S_{it-2}, \text{MM}_i, D_i, \text{CS}_i, t, \epsilon_t) \]

4. Change in Loans versus Change in Sales

\[ \Delta L_{it} = f_2(\Delta L_{it-1}, \Delta L_{it-2}, \Delta S_{it-1}, \Delta S_{it-2}, \text{MM}_i, D_i, \text{CS}_i, t, \epsilon_t) \]

\[ \Delta S_{it} = f_4(\Delta S_{it-1}, \Delta S_{it-2}, \Delta L_{it-1}, \Delta L_{it-2}, \text{MM}_i, D_i, \text{CS}_i, t, \epsilon_t) \]

where: \( L_{it} \) = Index of deflated loans for community i, period t

\( S_{it} \) = Index of deflated retail sales for community i, period t

\( \Delta L_{it} \) = \( L_{it} - L_{it-1} \)

\( \Delta S_{it} \) = \( S_{it} - S_{it-1} \)

and the \( \text{MM}_i, D_i \) and \( \text{CS}_i \) are the community and bank market characteristics defined earlier. The \( \epsilon_t \) terms in each equation are the random disturbances satisfying the standard statistical assumptions.7

Estimation Results

Parts A and C of Table 1 present the results of the Granger test for causality when sales and changes in sales are used as an explanatory variable for bank lending activity. The regression results using loans and changes in loans as exogenous variables are provided in parts B and D of the same table. The findings presented in Table 1 provide support for the alternative hypothesis that the volume of loans and changes in loan volume are sensitive to past economic activity. The coefficients on the lagged retail sales variables are positive and the t-statistic values on the coefficients of \( \beta(1) \) in regression A and \( \beta(2) \) in regression C are significantly different from zero at the five percent level. Moreover, the joint F-statistic on the coefficients of the retail sales variables (\( \beta(1) \) and \( \beta(2) \) are also significantly different from zero at the five percent level. Thus, Granger’s test for causality indicates that economic activity “leads” or contains information exploitable in forecasting community bank loans. That is, the significant F’s on the coefficients of the retail sales variables indicate that the predictions of loans based on past values of loans and sales are significantly better than loan predictions conditional on just past values of loans.

In the two equations where retail sales and
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Table 1
Tests for Causality Between Loans and Retail Sales

\[ Y_t(t) = \sum_{m=1}^{2} \alpha(m) Y_I(t-m) + \sum_{n=1}^{2} \beta(n) X_I(t-n) + \sigma_1 MM_I + \sigma_2 D_I + \sigma_3 CS_I + \sigma_4 t + \sigma_0 \]

<table>
<thead>
<tr>
<th>( Y )</th>
<th>( X )</th>
<th>( \Delta Y )</th>
<th>( \Delta X )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>( S )</td>
<td>/</td>
<td>/</td>
</tr>
<tr>
<td>( (A) )</td>
<td>( \text{1.33} )</td>
<td>( \text{.75} )</td>
<td>( \text{.38} )</td>
</tr>
<tr>
<td>( (10.74) )</td>
<td>( (6.58) )</td>
<td>( (2.90) )</td>
<td>( (-1.35) )</td>
</tr>
<tr>
<td>( \alpha(1) )</td>
<td>( -.82 )</td>
<td>( .14 )</td>
<td>( -.31 )</td>
</tr>
<tr>
<td>( (-4.01) )</td>
<td>( (.95) )</td>
<td>( (2.03) )</td>
<td>( (.72) )</td>
</tr>
<tr>
<td>( \beta(1) )</td>
<td>( .44 )</td>
<td>( .07 )</td>
<td>( .33 )</td>
</tr>
<tr>
<td>( (2.33) )</td>
<td>( (.95) )</td>
<td>( (1.44) )</td>
<td>( (.56) )</td>
</tr>
<tr>
<td>( \beta(2) )</td>
<td>( .05 )</td>
<td>( -.07 )</td>
<td>( .64 )</td>
</tr>
<tr>
<td>( (.21) )</td>
<td>( (.35) )</td>
<td>( (2.43) )</td>
<td>( (-.27) )</td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>( .67 )</td>
<td>( -.12 )</td>
<td>( .48 )</td>
</tr>
<tr>
<td>( (2.81) )</td>
<td>( (1.86) )</td>
<td>( (1.74) )</td>
<td>( (-.19) )</td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>( .15 )</td>
<td>( .02 )</td>
<td>( .14 )</td>
</tr>
<tr>
<td>( (1.69) )</td>
<td>( (.29) )</td>
<td>( (1.39) )</td>
<td>( (.05) )</td>
</tr>
<tr>
<td>( \sigma_3 )</td>
<td>(-.139 )</td>
<td>( 7.06 )</td>
<td>(-.337 )</td>
</tr>
<tr>
<td>( (-.19) )</td>
<td>( (1.59) )</td>
<td>( (-.39) )</td>
<td>( (.08) )</td>
</tr>
<tr>
<td>( \sigma_4 )</td>
<td>(-.391 )</td>
<td>( -4.42 )</td>
<td>( -14.15 )</td>
</tr>
<tr>
<td>( (-1.49) )</td>
<td>( (-2.77) )</td>
<td>( (-3.70) )</td>
<td>( (-2.93) )</td>
</tr>
<tr>
<td>( \sigma_0 )</td>
<td>( -10.50 )</td>
<td>( 18.98 )</td>
<td>( 21.00 )</td>
</tr>
<tr>
<td>( (1.29) )</td>
<td>( (2.78) )</td>
<td>( (.99) )</td>
<td>( (1.75) )</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>( .83 )</td>
<td>( .67 )</td>
<td>( .42 )</td>
</tr>
<tr>
<td>( F \text{ statistic on all } \beta )</td>
<td>( 4.75^* )</td>
<td>( .51 )</td>
<td>( 3.18^* )</td>
</tr>
</tbody>
</table>

Note: \( S \) — Retail Sales
\( L \) — Loans
\( \tau \) — t statistics for coefficients appear in parenthesis below relevant coefficients
\( * \) — significant at 5 percent level (\( F_{2,97} \))

Changes in retail sales are regressed on loans and changes in loans, the coefficients on the lagged loan variables are never jointly significantly different from zero at the five percent level. Moreover, the coefficients on the loan variables are always quite small relative to the values obtained when retail sales are the explanatory variable for loans. Thus, the hypothesis that lagged loans are not informative about or useful in predicting local economic activity cannot be rejected.

Community and bank market characteristics significant at the five percent significance level include percent of community employment in mining and manufacturing (MM), distance to nearest city of equal or larger size (D), and existence of alternative credit sources (CS). Unexpectedly, mining and manufacturing employment was positively related to total loans. This positive correlation probably results from the large volume of consumer loans in Arizona's mining communities, thus obscuring the negative effect of external credit access on local loan activity. Distance from other communities which offer similar or higher-ordered goods and services was the proxy for intercommunity competition for and leakages of loans and retail sales. While loan volume was higher in geographically isolated communities, no relationship was discerned between retail sales and distance. The existence of alternative credit sources exhibited no influence on loan volume but a positive relationship to growth in community sales. This positive relationship may reflect the propensity of saving and loans and credit unions to establish offices in the more rapidly growing rural communities. Finally, the negative coefficient on the trend variable is the consequence of the cyclical downturn in loans and sales during 1979 and 1980.

An alternative statistical test of causality, developed by Sims (1972), was applied to provide additional evidence for the economic
activity-bank lending relationship. The basic premise of the Sims test is that the past can "cause" the future but the future cannot "cause" the past. More specifically, if causality runs one way from current and past values of some list of exogenous variables to a given endogenous variable, then in a regression of the endogenous variable on past, current, and future values of the exogenous variables, the future values of the exogenous variables should have zero coefficients (Sims, p. 9, 1972).

The Sims test for causality between bank loans and economic activity was represented by the following two regression equations:

\[
\begin{align*}
L_{it} &= \gamma_0 + \gamma_1 S_{it-1} + \gamma_2 S_{it} + \gamma_3 S_{it+1} + \\
&\quad \sum \gamma_{ij} C_{ij} + \epsilon_{it} \\
S_{it} &= \lambda_0 + \lambda_1 L_{it-1} + \lambda_2 L_{it} + \lambda_3 L_{it+1} + \\
&\quad \sum \lambda_{ij} C_{ij} + \epsilon_{it}
\end{align*}
\]

where: \( L_{it} \) and \( S_{it} \) are community loans and sales as defined earlier,

\( C_{ij} \) = the community and bank market characteristics (\( MM_i, D_i, CS_i \)) and the trend variable (\( t \)).

If sales "cause" loans but the causality is not reversed, the coefficients on the lagged sales variable in equation 5 (\( \gamma_1 \)) and the future loan variable in equation 6 (\( \lambda_3 \)) will be significantly different from zero. Alternatively, if loans lead sales, \( \gamma_3 \) and \( \lambda_1 \) will be significantly different from zero. Finally, if bidirectional causality or feedback occur, the coefficients of the past and future exogenous variables in both equations 5 and 6 will be significantly different from zero.*

The results of the Sims test for the direction of causality are provided in Table 2. In the equation where \( L_{it} \) is the dependent variable, the coefficient of past retail sales is positive and significantly different from zero at the five percent level while the coefficient on future sales is insignificant. Moreover, when sales are the dependent variable, only the coefficient on future loans is significantly different from zero. These combinations indicate a unidirectional causality running from sales to loans. Thus the Sims test provides additional support for the hypothesis that economic activity leads

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>(A)</th>
<th>(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \gamma_1 )</td>
<td>( \gamma_2 )</td>
</tr>
<tr>
<td>Y (L)</td>
<td>.95</td>
<td>.42</td>
</tr>
<tr>
<td>S</td>
<td>(3.14)*</td>
<td>(4.41)</td>
</tr>
<tr>
<td>( \gamma_3 )</td>
<td>.18</td>
<td>.18</td>
</tr>
<tr>
<td>S</td>
<td>(.83)</td>
<td>(3.08)*</td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>1.31</td>
<td>-.89</td>
</tr>
<tr>
<td>S,MM</td>
<td>(4.56)*</td>
<td>(-4.96)*</td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>.25</td>
<td>.06</td>
</tr>
<tr>
<td>S,D</td>
<td>(2.29)*</td>
<td>(-1.07)</td>
</tr>
<tr>
<td>( \sigma_3 )</td>
<td>-11.52</td>
<td>15.93</td>
</tr>
<tr>
<td>L</td>
<td>(-1.17)</td>
<td>(3.63)*</td>
</tr>
<tr>
<td>( \sigma_4 )</td>
<td>7.18</td>
<td>1.52</td>
</tr>
<tr>
<td>S</td>
<td>(2.05)*</td>
<td>(.94)</td>
</tr>
<tr>
<td>( \sigma_5 )</td>
<td>-101.94</td>
<td>77.66</td>
</tr>
<tr>
<td>L</td>
<td>(3.68)*</td>
<td>(6.49)*</td>
</tr>
<tr>
<td>( \sigma_6 )</td>
<td>.54</td>
<td>.52</td>
</tr>
</tbody>
</table>

Note: \( S \) — Retail Sales
\( L \) — Loans
\( t \) — statistics for coefficients appear in parenthesis below relevant coefficients
* — significant at 5 percent level

**Conclusion**

The findings of our statistical analysis indicate that community economic activity and bank lending are related. This is consistent with the results of earlier studies. However, the results of the Granger and Sims tests for causality suggest that the principal direction of "causality" is from economic activity to loans and not the reverse. That is, while Arizona's banks obviously facilitated the growth process in non-metropolitan communities, there exists no evidence to support the hypothesis that the branch banks initiated the growth process.

The lack of any statistical support for the hypothesis that loans lead economic activity may have resulted from the use of retail sales as our proxy for economic activity. That is, it might be argued that bank loans did "cause" or "lead" changes in community employment or income levels, yet these changes were simply not reflected in retail sales. For example, if
bank loans did lead employment and consumer spending, yet most of the increase in consumer spending "leaked-out" to other communities, no statistically significant relationship between local loans and local retail sales would be evident. However, the non-metropolitan Arizona communities in our sample are relatively geographically isolated and the local multipliers of these communities averaged about 1.5 (Gibson and Worden). Therefore, while employment, income and retail sales may not be perfectly correlated, it is not unreasonable to anticipate some changes in community retail sales if employment and income were influenced by loans. Yet, no impact was statistically discernible.

A more realistic explanation of the passive behavior of banks is that banks have relatively short-term liabilities, and as a result, they favor short- and intermediate-term lending activities or investments in liquid assets. Therefore, it may be unrealistic to expect banks to provide the long-term credit necessary for the expansion or development of export sectors.

In summary, our findings concur with those of Dreese (1974) and suggest that commercial banks did not play a very significant role in the growth of non-metropolitan Arizona. However, the Arizona banking system is dominated by three large branch banks and our results may not be representative of bank behavior elsewhere. The use of causality tests on bank lending and economic activity in other states should be undertaken to determine the applicability of our findings to other regions and banking systems.

FOOTNOTES

1Commercial banks are the focus of this study because of their great importance in the financial market. For example, commercial banks hold more than forty percent of the total assets of financial intermediaries. This represents almost three times the amount of assets held by their closest rivals, savings and loan associations.

2Some of these earlier studies used lagged variables in their analysis of the bank loans-community development relationship; however, their model specifications did not permit tests of the direction of causality between loans and economic activity.

3The test statistic of the null hypothesis that a set of regression coefficients is zero is

\[
\frac{\text{RESS} - \text{UESS}}{\text{r}} \times \frac{(N-K)}{r}
\]

where RESS = error sum of squares in the restricted model

UESS = error sum of squares in the unrestricted model

N = number of observations
K = number of parameters in the unrestricted model
r = number of restrictions

The test statistic will have an F distribution with r degrees of freedom in the numerator and N-K in the denominator.

Outstanding loans are sometimes considered less than an accurate representation of local lending activity by the community's banks because of cross-bank loan participation. The nature of our data from individual branch offices in Arizona should greatly overcome this shortcoming because branch banks reported loans for the specific community involved and cross-office loan participation was represented.

For example, the 1976 indices of deflated retail sales (S), and loans (L) for community i are:

\[
S_{i,76} = \frac{1976 \text{ real retail sales community } i}{1975 \text{ real retail sales community } i} \times 100
\]

\[
L_{i,76} = \frac{1976 \text{ real loans community } i}{1975 \text{ real loans community } i} \times 100
\]

"The Granger technique is usually applied to strictly time series data. However, Steines (1977, 1978) has demonstrated that the technique may also be applied to pooled time series cross-sectional data bases, provided care has been taken to insure that autocorrelation and heteroscedasticity are not a problem.

"Autoregressive processes involving three and four lags of the dependent variable were also tried, however, the third and fourth lags were not significant and did not improve the predictive power of the models.

"An examination of the residuals (both cross sectional and time series) provided no indication that either heteroscedasticity or serial correlation was a problem. This was anticipated since the loan and sales data were expressed in index form.

"In the case where only one past and one future parameter is specified, the t test may be substituted for the joint F test.
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