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Abstract—Proper assessment of rural retail sector activity would yield effective and targeted retail extension/outreach programs. Pull factors assess a local retail sector's ability to meet local retail demands and to capture outside trade. If the local retail sector's pull factor value is above the threshold value of one, the local retail sector is capturing local and non-local retail demands. Tobit estimation procedures were used for eight retail sectors to determine factors which influence the capture of local and non-local retail demands. These significant factors were derived and discussed as elements to be implemented into future retail extension/outreach programs.

I. INTRODUCTION

Industrial recruitment and retail sector revitalization continue to be the two most common economic development strategies employed by communities (Daniels 1989). A community employing only industrial recruitment may however be restricting its economic development options. Pulver (1979) offers a more expansive range of economic development strategies which may offer additional economic development alternatives for rural areas.¹

One such strategy is for a community to improve its ability to capture local retail expenditures. Recently, economists and planners have conducted research and outreach programs across the nation to help local economic development practitioners adequately address problems in their local retail sector.² In addition, the extension service of the USDA has targeted programs to increase the viability of rural retail sectors as a national program priority.³

A successful outreach program focuses on improving the capture of local retail demands. To develop such a strategy, information from an analysis of local retail sales potential and its capture is required. Sales retention is an indirect measure of locally available goods and services assuming local people would buy locally if the product or service was available and competitively priced.
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An approach to measure potential retail sales is trade area analysis. Trade area analysis estimates the number of people buying locally and yields information regarding retail sales capture or leakage from the community.

However, trade area analysis does not yield information about the impacts of exogenous variables affecting rural retail activity. An understanding of the influences of exogenous factors on trade area would provide additional behavioral information in the formulation and development of extension or outreach rural retail sector programs.

The primary objective of this paper is to develop analytical procedures to explain variations in rural retail trade activity. In pursuance of this objective, the paper is divided into five parts. First, the study area of this paper, the Great Basin region, is described. Second, trade area analysis procedures are discussed. Third, factors which influence rural retail sector activity are presented. Fourth, Tobit regression procedures are discussed as well as their potential application for analysis of rural retail sector activity. Finally, results of a tobit model are presented and implications for retail extension or outreach programs are discussed.

II. STUDY AREA

The study area is Nevada and Utah, which comprise the majority of the “Great Basin Region.” The geologic characteristics of the Great Basin are that its rivers have no outlet to the sea with elevations of the Great Basin ranging from 2,000 to over 13,000 feet. Precipitation varies from 3 to 5 inches in the deserts to approximately 60 inches in the high mountains. (Utah Division of Water Resources, 1976).

Population growth in the region has been fairly rapid during the 1980’s. Population growth in the Great Basin area grew by 29.2 percent between 1980 and 1990 with the state of Nevada realizing a 50.5 percent growth rate during the period. Clark County, Nevada, which includes the city of Las Vegas, realized the highest growth rate of all Great Basin counties with an increase in population of 61 percent during the 1980’s.

Non-metropolitan counties in the Great Basin realized a population increase of 22.5 percent during the 1980’s. This growth rate lagged Great Basin metropolitan county population growth of 30.9 percent but far exceeded national non-metropolitan growth of approximately 4.0 percent during the 1980’s.

Even with population growth during the 1980’s the non-metropolitan counties of the Great Basin continue to be sparsely populated. Population density
for these non-metropolitan counties ranges from 293.4 persons per square mile in Carson City, Nevada to 0.4 persons per square mile in Esmeralda County, Nevada. Per capita incomes in 1990 for non-metropolitan counties in Nevada were $19,267 and $12,554 for Utah, while 1990 metropolitan county per capita income for Nevada was $20,429 and $14,500 for Utah. Differences in metropolitan and non-metropolitan income also influence rural retail sector activity.

Given the rapid population growth which has occurred in non-metropolitan counties within the Great Basin, the opportunities of expanded rural retail sector activity are evident. Given the current emphasis by Great Basin states to diversify their state economies to include tourism, an extension or outreach program detailing retail sector structure and identifying factors influencing rural retail sector activity is needed. The shift in state economies reflects the reduced dependency upon natural resource industries which act as the primary export-base industry. Economic revitalization thus requires improving a rural community’s ability to capture local and recreational retail trade.

III. TRADE AREA ANALYSIS

Trade area analysis is rooted in central place theory. Central place theory predicts that a hierarchy of communities exists where the number of retail functions performed at a community increases as the size or order of a community increases (King 1984). Central place theory developed by Christaller (1966) and modified by Lösch (1954) conceptualized spatial linkages between population and retail trade functions performed as spatially related. The varieties of retail goods offered by a community depend upon demand and supply conditions locally as well as the distance a consumer would normally travel to obtain a particular good.

The adoption of central place theory to estimate rural commercial sector activity requires application of trade area analysis. A trade area as defined by Hustedde, Pulver, and Shaffer (1984) as a geographical area where a majority of customer demands for a specific commodity are met. Estimation of a trade area can be performed using either primary or secondary data. Primary data, usually derived from surveys, are expensive and time consuming, while secondary data sources are readily available at little or no cost. Two procedures which use secondary data sources are trade area capture and pull factor analysis. Trade area capture has been used widely to estimate sales potential for local economies (Chase and Pulver, 1983; Stone and McConnon, 1983; Hustedde et al., 1984; Shaffer, 1989; Harris, 1985; Harris et al., 1990). Trade area capture is based on
the assumption that, after accounting for income differences, local tastes or preferences are similar to that of the state or reference area.

The trade area capture measure is a surrogate estimate of the number of customers or customer equivalents who purchase a specific type of merchandise (merchandise type i) in a given locality. With application to a county, the standard approach used to derive trade area capture is presented by the following equation:

\[
TAC_{ij} = \frac{RS_{ij}}{RS_s \cdot \frac{PCI_j}{POP_s \cdot PCI_s}}
\]

Where:

- \(TAC_{ij}\) is the trade area capture estimate for merchandise type i in county j
- \(RS_{ij}\) is total sales of merchandise type i in county j
- \(RS_s\) is total sales of merchandise type i in state s
- \(POP_s\) is population in state s
- \(PCI_j\) is per capita income in county j, and
- \(PCI_s\) is per capita income in state s

However, Stone (1986) and Yanagida et al. (1991) excluded the relative per capita income calculation, \(\frac{PCI_j}{PCI_s}\), from their estimate of \(TAC_{ij}\). Thus \(TAC_{ij}\) is derived as:

\[
TAC_{ij} = \frac{RS_{ij}}{RS_s \cdot \frac{PCI_j}{PCI_s}}
\]

If trade area capture exceeds county population, the county is capturing outside trade. However, if the trade area capture is less than county population, the county is losing local retail trade. Comparison of the trade area capture estimates for specific retail sectors to total local retail trade provides insights as to which local retail sector is attracting customers from outside local boundaries.

The trade area capture estimate is an absolute rather than a relative measure of performance. It measures the total value of purchases made by residents and nonresidents. It is therefore difficult to use this measure for making comparisons with regions of different sizes and for assessing trends over time. For these purposes, the pull factor is used. The pull factor explicitly calculates the
proportion of consumers that a county draws from outside its boundaries (i.e., tourists, residents from outside the county, etc.). The pull factor removes the influence of local population changes over time when determining changes in drawing power for a particular county. The pull factor is calculated by dividing the trade area capture estimate by the county population, or

\[
TAC_{ij} = \frac{TAC_{ij}}{POP_j}
\]

Where:

\( PF_{ij} \) is the pull factor for merchandise type \( i \) in county \( j \),
\( TAC_{ij} \) is the Trade Area Capture estimate of merchandise type \( i \) in county \( j \),
and
\( POP_j \) is population in county \( j \).

A pull factor greater than one may be interpreted as the county attracting a larger number of customer equivalents than would normally be drawn from the local population assuming their level of purchases were similar to the statewide average. Conversely, a pull factor less than one implies that the retail purchases of local residents are not being captured by the local commercial sector.

If a community's or county's retail sector pull factor is less than one, programs may be designed to increase trade capture by the local retail sector. The results from trade area capture and pull factors do not yield information as to the determinants of trade and the efficiency of the local retail sector. Therefore pull factors alone may yield little information as to causes of retail sector leakages. With little or no knowledge of potential socio-economic factors and rural retail supply factors contributing to local retail sector leakages, formulating and presenting extension or outreach programs to strengthen local retail sector activity may fall short of anticipated goals.

IV. FACTORS INFLUENCING RURAL RETAIL TRADE ACTIVITY

The lack of information about socio-economic factors and rural retail supply factors that may cause variation in local commercial sector activity is a deficiency in trade area analysis. However, pull factors calculated over time and compared to similar communities may help local decision makers evaluate the
competitiveness of their local commercial sector. Unfortunately this may yield conclusions that may well be incorrect or unclear if statistical procedures are not followed.

Stone (1988) used cross-sectional data to investigate the impacts of shopping malls on rural Iowa retail sales. Stone (1988) found that if a mall is present in a county, total retail sales for the county increased by $75 per additional square foot of mall space. However, when a mall is located outside the county and is within 25 miles of the county seat, total county retail sales decreased by $4.86 for each additional square foot of mall space. When a mall is located outside the county and is within 26 to 50 miles of the county seat, county retail sales realized a loss of $0.61 for each additional square foot of mall space.

Hamilton (1981) investigated the influence of population size and change on retail sales patterns in Queensland, Australia. Hamilton (1981) found that more populated communities achieved higher levels of per capita retail sales than less populated communities. However, close proximity to larger trade centers decreased per capita sales significantly. Hamilton's results also showed that declining or slow growing communities are more tenacious in holding onto local retail outlets, while faster growing communities are engaged in replacing small shops with large retail outlets.

Henderson (1990) estimated the elasticity of retail sales with respect to rural income. Henderson (1990) found that elasticities varied by type of retail business, source of income, and size of community. He concluded that alternative rural development strategies which change income sources in rural communities will yield different retail sales distributions.

Yanagida et al. (1991) developed an analytical framework for explaining both cross-sectional and intertemporal variations in pull factors for county retail sales in Nebraska. They found that lower retail sales leakages may be attributed to counties which are situated farther from trade centers, have larger federally adjusted gross incomes and experienced relatively lower population decreases. Specifically, for agricultural dependent Nebraska counties, the smaller the population of the largest town, the more significant the sales leakage.

Ayers et al. (1992) completed a study of rural retail businesses in thirty-seven communities in a three state study area of Indiana, Iowa and North Dakota. Their analysis identified demand and supply factors associated with above average retail sales. These factors included a more diverse local economic base, providing business management training and technical assistance, establishing a mechanism to increase transfer of business operations to new owners, developing financial assistance programs for new and aspiring businesses, and developing extension or outreach programs which help communities understand and cope with a changing economy.
Harris and Shonkwiler (1994) employed household surveys and a bivariate two-limit Tobit model to derive factors for rural residents’ shopping patterns. By incorporating dependency between different retail sectors, they found factors influencing rural retail shopping patterns could be more precisely defined. The results of their study suggest that rural retail sector outreach and extension programs should be broad based so that interdependencies among retail sectors can be captured.

In a pooled time series, cross-sectional analysis of Illinois rural areas, Gruidl and Andrianacos (1994) found demand factors played a central role in rural retail capture. County population and income levels were found to have significant impacts on rural retail trade expansion. However, structural elements underlying the supply side of the rural retail market, such as access and adoption of technological advances in retailing, were also found to be important components of rural retail trade.

Darling and Tubene (1996) investigated retail sector activity for 87 rural Kansas cities. Regression analysis indicated that city population alone explained significant variation in taxable retail sales. Kansas cities with populations over 5,000 consistently showed a net inflow of retail trade as measured by city pull factors.

Gale (1996) used time series data to investigate the relationship between retail sales and personal income in the computation of pull factors. Gale computed pull factors for 1982, 1987 and 1992 and found a trend toward increased sales leakages for more rural counties. Factors such as high population, density, lower farm reliance, larger county size and interstate highway access are associated with higher pull factors.

In many of these trade area analysis studies, the retail sectors were aggregated into a single retail sector where a pull factor was derived for aggregate retail trade. However, different segments of the local retail sector may differ in meeting demands of local consumers. Bhuyan (1996) found through disaggregated analysis of retail trade in North Dakota that niche markets for specific goods and services exist within rural counties in which these firms may effectively compete. Given the potential of differential retail sector coverage, economic development practitioners may want to target specific retail sector categories rather than the overall retail trade sector. Therefore, pull factors for the eight disaggregated retail sectors from 1992 Census of Trade were calculated and used for this analysis.

Gruidl and Andrianacos (1994) concluded their paper by calling for better understanding of the forces influencing rural retail markets. If demand is found to be a major factor underlying rural retail trade, then public policy efforts should focus on expanding basic sector employment and income. However, if declines
result from structural factors, then efforts to improve competitiveness of rural retailers must become a primary objective.

Also Yanagida et al. (1991) and Darling and Tubene (1996) employed ordinary least square procedures to investigate how changes in exogenous variables influence pull factor values. However, when rural retail extension or outreach programs are developed or when local economic development practitioners target retail sector development, the pull factor threshold value of one is of special importance in analyzing retail sectors. Retail sectors with pull factors greater than one means the local retail sector is not only meeting local consumer demands, but is also capturing consumer demand outside its borders. Therefore, statistical procedures which could yield information pertaining to exogenous factors which enhance capture not only of local consumers but of consumers outside a county's boundaries would be of interest to local economic development practitioners as well as rural retail extension and outreach personnel.

In order to estimate impacts of exogenous factors affecting pull factor values that are greater than or equal to one, censored regression procedures are employed. If a censored analysis is used, Amemiya (1973) among others have noted that the use of an ordinary least squares regression for censored data results in estimates that are inconsistent.

The statistical procedure used to correct for censored data estimation problem is the Tobit model. According to Peddle (1987), the Tobit procedure recognizes the special nature of threshold values of independent variables and makes use of the information contained in counties and retail sector categories which are less than one. The Tobit procedure recognizes all pull factors less than one as zero and those equal to or greater than one as their calculated value. The Tobit model analyzes first the difference between zero and non-zero values then differentiating on the basis of explanatory variables, between varying pull factor values greater than one.

V. MODEL SPECIFICATIONS

The stochastic model underlying the Tobit model can be represented by:

\[
Y_i = \beta' X_i + \varepsilon \quad \text{if } Y_i > 0 \\
Y_i = 0 \quad \text{Otherwise}
\]  \hspace{1cm} (4)

Where \( \beta \) is a \((k \times 1)\) vector of unknown parameters; \( X_i \) is a \((k \times 1)\) vector of independent variables. The random variable \( \varepsilon \) is assumed to be normally
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distributed with zero mean and constant variance, \( \sigma^2 \). If (4) is defined in a latent variable framework, with:

\[
Y^* = X\beta' + \varepsilon
\]  
(5)

and the latent variable is defined \( Y_i^* \) as the desired or potential level of pull factors, and \( Y_i \), the observed variable, as:

\[
Y_i = Y_i^* \quad \text{if} \quad Y_i^* \geq 1 \\
Y_i = 0 \quad \text{Otherwise}
\]  
(6)

and the expected values for \( Y_i \) given that only values above one are used is given by:

\[
E(Y_i^*) = \beta' X_i
\]  
(7)

The objective is to predict retail potentials for those observations having pull factors greater than one or censored at one. Therefore, observations that are greater than zero but less than one are censored at zero. Expression (7) corresponds to the earlier statements pertaining to pull factors which are greater than one.

Consistent estimation of model (5) is obtained through maximum likelihood techniques (Amemiya 1973; Tobin 1958). The likelihood function for the \( n \)th observation \( (n = 1, 2, \ldots, N) \) of the one limit Tobit model censored at one for the estimation of the parameters \( \beta \) and \( \sigma^2 \) is

\[
L(\beta, \sigma^2; Y) = \prod_{Y_i \geq 1} \frac{1}{\sigma} \phi \left( \frac{Y_i - \beta' X_i}{\sigma} \right) \prod_{Y_i < 1} \Phi \left( \frac{1 - \beta' X_i}{\sigma} \right)
\]  
(8)

where \( \phi (.) \) and \( \Phi(.) \) are, respectively, the density function and the distribution function of the standard normal density.

The corresponding likelihood function for the Tobit regression model censored at zero is

\[
L(\beta, \sigma^2; Y) = \prod_{Y_i > 0} \frac{1}{\sigma} \phi \left( \frac{Y_i - \beta' X_i}{\sigma} \right) \prod_{Y_i \leq 0} \Phi \left( \frac{1 - \beta' X_i}{\sigma} \right)
\]  
(9)

As Tobin (1958) shows, the locus of expected values for \( Y_i \) given that all observations are used is given by:
\[ E(Y_i) = \Phi \beta' X_i + \sigma \phi \]  

(10)

and \( \phi(.) \) and \( \Phi(.) \) are as defined.

Equations (7) and (10) are both of interest because they can be used to evaluate how a change in a conditioning variable affects the conditional expected values of \( Y_i \). These results should play a role in the development of rural retail extension or outreach programs.

From the 1992 Census of Retail Trade (1994), county and state sales for eight retail sectors were derived for estimation of county trade area capture and pull factors. The pull factor for each of these eight retail sectors in a given county is a relative measure of trade activity for these retail sectors. The extent of retail sales for each of the eight sectors is a function of both market demand and supply for the eight sectors. Tobit regression procedures were employed to derive the influence of exogenous factors on retail pull factor values of one or higher. This threshold value signifies that the local retail sector is meeting demands not only of local consumers but also of those outside the county boundaries. This study differs from most market threshold or trade activity studies because the unit of observation is the county as opposed to town or city. Therefore, it is anticipated that the trade area activity calculations will not be directly comparable to estimates at the town or city level.

Given the small sample size (\( n = 39 \)), a Tobit type formulation is adopted not because the data are considered to be censored, but because there are not sufficient observations to fit different statistical models to the different processes (Maddala 1985). A Tobit type formulation is somewhat restrictive since it considers that the factors which explain the probability of positive pull factors also affect the levels of the pull factors. Its use is statistically justified given the large number of discrete (zero) outcomes. The Tobit equation combining both supply and demand for the eight retail sectors is given as:

\[
PF = f (PCI, AGE (18-64), AGE (65+), LARGTOWN, DMA, \text{RETOUT, SCALE, DUMMY})
\]  

(11)

Where:

PF is the pull factor value for a given retail sector of nonmetropolitan Great Basin county;

PCI is county per capita income;

AGE (18-64) is percent of each county’s population between the ages of 18 and 64 relative to the state;
AGE (65+) is percent of each county’s population 65 years and older relative to the state’s value;
LARGTOWN is population of largest town in the county;
DMA is distance to the nearest SMSA from the county seat of the non-metropolitan county;
REOUT is the number of retail outlets in a given non-metropolitan county
SCALE is a retail sales scale index that is the ratio of county sales per establishment to state sales per establishment;
DUMMY is a dummy variable where one is for counties adjacent to metropolitan counties and zero otherwise.

From previous studies, demand factors such as per capita income, percentage of county population between the ages of 18 and 64 relative to the state; percent of each county’s population 65 years and older relative to the state, population of largest town in the county, distance to nearest metropolitan county, number of retail firms in a county, and whether the non-metropolitan county is adjacent to a metropolitan county are suggested. As opposed to previous studies where rural retail trade was aggregated, the differential effects of the demand factors on different retail sectors in this analysis can be derived.

For demand factors, such as per capita income, it is hypothesized that as county per capita incomes increase, demand for retail goods will increase. Percent of county’s population between 18 and 64 relative to the state should incorporate the mobility of the younger or working age population as well as the demands of families with more than two members. Given that the retired population [Age (65+)] is less mobile and mainly consists of only one or two members of the household, its impact on local retail demand may differ from that of the working age population. For demand factor LARGTOWN, counties with towns of larger population would have the potential to become trade centers and increase trade area capture. Distance to metropolitan county incorporates the disutility of transportation. The further away from a metropolitan area, the greater the propensity for higher relative trade area activity. The dummy variable for non-metropolitan counties adjacent to metropolitan counties captures those interrelated effects between non-metropolitan counties and the metropolitan counties where major retail sectors exist. The potential impacts of agglomeration and economies of scope for shoppers is captured by the number of retail outlets in a non-metropolitan county. The higher the number of retail firms, the greater the influence of agglomeration and therefore local trade area activity.

To incorporate the supply factors of rural retail trade, a variable which incorporates the effect of firm size was developed. This variable calculates sales scale effects by dividing the sales per establishment for a county to sales per
establishment for the state. The higher the sales scale index, the higher the trade area capture. This variable incorporates the influence of local retail sales size per establishment and its importance to local retail trade activity.

Per capita income, population of largest town in a county, distance to nearest SMSA and number of retailers in the county were transformed into log values. The dummy variable was employed to capture the impact of nearness to a metropolitan county. Structural factors also influence sales retention within a rural county. The influence of scale of rural retail sector on sales retention is derived through the scale index of county sales per establishment to state sales per establishment. Maximum likelihood estimations through the LIMDEP software program (Greene 1992) were employed in order to derive consistent and efficient parameter estimates.

Tobit coefficients can provide economic and policy insights through procedures outlined by McDonald and Moffit (1980). The McDonald-Moffit technique calculates a fraction by which the Tobit coefficients may be decomposed into two effects. Part one of the decomposition represents the effect of a change in an exogenous factor on the probability of the dependent variable being above the limit (i.e., a retail sector’s pull factor is above one). The second part is the effect of a change in exogenous variables on the dependent variable assuming the dependent variable is already above the limit (i.e., a retail sector’s pull factor is greater than one). McDonald-Moffit argue that coefficients must be adjusted by the second fraction to obtain regression effects for observations above the limit. Results of both parts of the McDonald-Moffit procedures would yield information to extension or outreach personnel in developing retail sector education programs. As for local economic development professionals, results of the McDonald-Moffit analysis would provide information to either strengthen a local retail sector economy or to maintain viability of an already successful local retail sector.

VI. RESULTS

Table 1 shows sample characteristics for variables employed in this analysis. Pull factor averages ranged from 0.3709 for furniture and home furnishings to 1.0591 for food stores. General merchandising had the highest pull factor of 6.202 followed by apparel and accessory stores with 5.274. Only 10.25 percent of the counties had pull factors greater than one for retail sectors, apparel and accessory stores; furniture and home furnishing stores; and miscellaneous retail stores. The food stores sector had pull factors greater than one in 41 percent of the counties.
<table>
<thead>
<tr>
<th>Variable Definitions</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Percent with Pull Factor Greater than One</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pull Factor for SIC 52 Building Gardening &amp; Merchandising</td>
<td>0.785</td>
<td>0.5875</td>
<td>0.000</td>
<td>2.119</td>
<td>33.33</td>
</tr>
<tr>
<td>Pull Factor for SIC 53 General Merchandise</td>
<td>0.691</td>
<td>1.0234</td>
<td>0.000</td>
<td>6.202</td>
<td>20.50</td>
</tr>
<tr>
<td>Pull Factor for SIC 54 Food Stores</td>
<td>1.059</td>
<td>0.0805</td>
<td>0.000</td>
<td>4.294</td>
<td>41.00</td>
</tr>
<tr>
<td>Pull Factor for SIC 55 Automobile Dealers and Gasoline Stations</td>
<td>0.852</td>
<td>0.4168</td>
<td>0.000</td>
<td>1.772</td>
<td>30.76</td>
</tr>
<tr>
<td>Pull Factor for SIC 56 Apparel and Accessory Stores</td>
<td>0.444</td>
<td>0.8930</td>
<td>0.000</td>
<td>5.274</td>
<td>10.25</td>
</tr>
<tr>
<td>Pull Factor for SIC 57 Furniture and Home Furnishings</td>
<td>0.371</td>
<td>0.3904</td>
<td>0.000</td>
<td>1.415</td>
<td>10.25</td>
</tr>
<tr>
<td>Pull Factor for SIC 58 Eating and Drinking Places</td>
<td>0.844</td>
<td>0.7021</td>
<td>0.2054</td>
<td>2.931</td>
<td>25.60</td>
</tr>
<tr>
<td>Pull Factor for SIC 59 Miscellaneous Retail</td>
<td>0.698</td>
<td>0.4788</td>
<td>0.000</td>
<td>2.352</td>
<td>10.25</td>
</tr>
<tr>
<td>Per Capita Income</td>
<td>16124</td>
<td>4274.9</td>
<td>9609</td>
<td>28890</td>
<td>N.A. *</td>
</tr>
<tr>
<td>% of Population 18-64</td>
<td>0.929</td>
<td>0.0669</td>
<td>0.7759</td>
<td>1.109</td>
<td>N.A. *</td>
</tr>
<tr>
<td>% of Population 65+</td>
<td>1.209</td>
<td>0.3310</td>
<td>0.5755</td>
<td>1.874</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Population of Largest City</td>
<td>6476.6</td>
<td>9943.9</td>
<td>207.0</td>
<td>43900</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Mileage</td>
<td>93.026</td>
<td>65.446</td>
<td>15.0</td>
<td>253.0</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Number of Retail Outlets</td>
<td>97.026</td>
<td>89.998</td>
<td>6.000</td>
<td>355</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index(SIC 52)</td>
<td>0.499</td>
<td>0.390</td>
<td>0.000</td>
<td>1.473</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index (SIC 53)</td>
<td>0.294</td>
<td>0.347</td>
<td>0.000</td>
<td>1.167</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index (SIC 54)</td>
<td>0.372</td>
<td>0.375</td>
<td>0.086</td>
<td>1.608</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index (SIC 55)</td>
<td>0.463</td>
<td>0.244</td>
<td>0.000</td>
<td>0.981</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index (SIC 56)</td>
<td>0.379</td>
<td>0.386</td>
<td>0.000</td>
<td>1.283</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index (SIC 57)</td>
<td>0.336</td>
<td>0.282</td>
<td>0.000</td>
<td>0.844</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index (SIC 58)</td>
<td>0.556</td>
<td>0.232</td>
<td>0.026</td>
<td>0.991</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Efficiency Index (SIC 59)</td>
<td>0.457</td>
<td>0.275</td>
<td>0.000</td>
<td>1.284</td>
<td>N.A. *</td>
</tr>
<tr>
<td>Dummy Structure</td>
<td>0.615</td>
<td>0.493</td>
<td>0.000</td>
<td>1.000</td>
<td>N.A. *</td>
</tr>
</tbody>
</table>

*N.A. Is not Applicable
Demographic data for variables LARGTOWN, AGE (18-64), and AGE (65+) were obtained from the U.S. Bureau of Census. Distance to nearest Metropolitan Statistical Area (SMSA) was estimated from the county seat of the non-metropolitan county to the county seat of the SMSA. Numbers of retail outlets in a given county seat were derived from the 1992 Census of Retail Trade. State and county retail sales and establishment numbers used to derive the efficiency index were derived from 1992 Census of Retail Trade data.

Table 2 shows results of the Tobit analysis for the eight retail sectors. The results show statistically significant variables which could yield information in the formulation and development of rural retail extension or outreach programs. Table 2 shows changes in the latent pull factor given changes in the exogenous variables. For the Building Materials and Garden Supply Stores Sector (SIC 52), significant exogenous factors influencing pull factor values show that if the county’s number of retail outlets increase, and if county sales per establishment are greater than state sales per establishment, then the pull factor will be positively influenced.

For the General Merchandising Stores Sector (SIC 53), Table 2 shows significant exogenous variables to be county per capita income, county’s proportionate share of population 18 to 64 years of age relative to the state and mileage from metropolitan area. The results show that if the proportionate share of a county’s 18 to 64 years of age relative to the state is larger, then there are negative impacts on the pull factor value. For merchandise goods, younger shoppers may wish to shop in more specialized retail outlets than in a general merchandising store. For general merchandising store the farther the county seat of the non-metropolitan county is from the metropolitan county, the larger the pull factor.

For the Food Stores Sector (SIC 54), percent of population 18 to 64 relative to the state proportion, number of retail outlets, and county sales per establishment to state sales per establishment were found statistically significant. Therefore if the proportionate share of population between 18 to 64 is higher in the county than the state and if county sales per establishment were greater than state sales per establishment, the pull factor value will increase. The Food Stores Sector was the only retail sector which indicated a significant negative relationship as the number of retail outlets increased. This may be due to the number of retail store types increase in a rural county, product line availability decreases and the store focuses primarily on grocery items. This narrowing of focus may contribute to lower pull factor values.

For the Automobile Dealers and Gasoline Service Stations Sector (SIC 55), the significant variables were the proportionate share of county population greater than 65 years of age relative to the state, the scale index, and the dummy
### TABLE 2
Tobit Analysis of Rural Retail Sector Pull Factors Censored at One, Great Basin Area, 1994

<table>
<thead>
<tr>
<th>Parameter Asssociated with:</th>
<th>SIC 52</th>
<th>SIC 53</th>
<th>SIC 54</th>
<th>SIC 55</th>
<th>SIC 56</th>
<th>SIC 57</th>
<th>SIC 58</th>
<th>SIC 59</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(7.6580)</td>
<td>(16.714)*</td>
<td>(10.700)</td>
<td>(5.7223)</td>
<td>(1.6545)*</td>
<td>(9.4310)*</td>
<td>(12.827)*</td>
<td>(6.0222)*</td>
</tr>
<tr>
<td>Per Capita Income*</td>
<td>0.09732</td>
<td>3.7800</td>
<td>0.37336</td>
<td>-0.85877</td>
<td>3.6994</td>
<td>1.4688</td>
<td>2.2705</td>
<td>0.82846</td>
</tr>
<tr>
<td></td>
<td>(0.78301)</td>
<td>(1.2882)*</td>
<td>(1.1771)</td>
<td>(0.60607)</td>
<td>(0.20932)*</td>
<td>(0.8092)</td>
<td>(1.1729)*</td>
<td>(0.59217)</td>
</tr>
<tr>
<td></td>
<td>(2.1167)</td>
<td>(6.9750)*</td>
<td>(3.8753)*</td>
<td>(1.1371)</td>
<td>(0.68768)*</td>
<td>(1.3696)</td>
<td>(3.9952)*</td>
<td>(3.0891)*</td>
</tr>
<tr>
<td>% of Population Category 65+</td>
<td>0.52758</td>
<td>0.86438</td>
<td>1.0289</td>
<td>0.85037</td>
<td>1.0033</td>
<td>0.40270</td>
<td>2.6125</td>
<td>-1.7854</td>
</tr>
<tr>
<td></td>
<td>(0.38690)</td>
<td>(1.2154)</td>
<td>(0.6042)</td>
<td>(0.27800)</td>
<td>(0.10546)*</td>
<td>(0.41278)</td>
<td>(1.2196)*</td>
<td>(0.82519)*</td>
</tr>
<tr>
<td>Population of Largest City*</td>
<td>-0.08177</td>
<td>2.4954</td>
<td>0.13722</td>
<td>-0.069444</td>
<td>-0.83096</td>
<td>-1.5329</td>
<td>-0.51057</td>
<td>-0.018432</td>
</tr>
<tr>
<td></td>
<td>(0.12228)</td>
<td>(1.6979)</td>
<td>(0.22357)</td>
<td>(0.10706)</td>
<td>(0.03321)*</td>
<td>(0.54193)*</td>
<td>(0.20445)*</td>
<td>(0.14721)*</td>
</tr>
<tr>
<td>Mileage*</td>
<td>0.15401</td>
<td>1.3293</td>
<td>0.32412</td>
<td>0.021061</td>
<td>0.94456</td>
<td>-0.34368</td>
<td>-0.15487</td>
<td>-0.25245</td>
</tr>
<tr>
<td></td>
<td>(0.15998)</td>
<td>(0.50933)*</td>
<td>(0.21736)</td>
<td>(0.10706)</td>
<td>(0.03207)*</td>
<td>(0.18152)</td>
<td>(0.36722)</td>
<td>(0.15135)*</td>
</tr>
<tr>
<td>Number of Retail Outlets*</td>
<td>0.40454</td>
<td>-1.8014</td>
<td>-0.77212</td>
<td>-0.089905</td>
<td>1.6958</td>
<td>2.1365</td>
<td>0.86383</td>
<td>0.48161</td>
</tr>
<tr>
<td></td>
<td>(0.19190)*</td>
<td>(1.8384)</td>
<td>(2.02367)</td>
<td>(0.11820)</td>
<td>(0.046774)*</td>
<td>(0.71748)*</td>
<td>(0.44129)*</td>
<td>(0.21397)*</td>
</tr>
<tr>
<td>Efficiency Index</td>
<td>0.62729</td>
<td>0.24761</td>
<td>1.4228</td>
<td>1.6598</td>
<td>1.3084</td>
<td>0.57719</td>
<td>6.6414</td>
<td>2.8422</td>
</tr>
<tr>
<td></td>
<td>(0.21044)*</td>
<td>(1.1035)</td>
<td>(0.65260)*</td>
<td>(0.54365)*</td>
<td>(0.047410)*</td>
<td>(0.28783)*</td>
<td>(2.0677)*</td>
<td>(0.74005)*</td>
</tr>
<tr>
<td>Dummy Variable</td>
<td>-0.38409</td>
<td>1.1142</td>
<td>0.11338</td>
<td>-0.59418</td>
<td>2.3629</td>
<td>1.0472</td>
<td>0.74461</td>
<td>-0.57872</td>
</tr>
<tr>
<td></td>
<td>(0.336528)</td>
<td>(0.59267)</td>
<td>(0.58119)</td>
<td>(0.28546)*</td>
<td>(0.10311)*</td>
<td>(0.51103)*</td>
<td>(0.58877)</td>
<td>(0.27254)*</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>0.42527</td>
<td>0.92369</td>
<td>0.76547</td>
<td>0.28387</td>
<td>0.0023438</td>
<td>0.072847</td>
<td>0.56543</td>
<td>0.25314</td>
</tr>
<tr>
<td></td>
<td>(0.08985)</td>
<td>(0.24420)</td>
<td>(0.14347)</td>
<td>(0.06496)</td>
<td>(0.0001316)</td>
<td>(0.028715)</td>
<td>(0.13440)</td>
<td>(0.10192)</td>
</tr>
</tbody>
</table>

Notes: (*) denote variables which are in logs; (a) suggest significance at the 5% level of confidence.
SIC 52 is Building Materials and Garden Supply Stores; SIC 53 is General Merchandising Stores; SIC 54 is Food Stores; SIC 55 is Automobile Dealers and Gasoline Service Stations; SIC 56 is Apparel and Accessory Stores; SIC 57 is Furniture and Home Furnishing Stores; SIC 58 is Eating and Drinking Places; and SIC 59 is Miscellaneous Retail Establishments.
variable. Therefore, if a county’s proportionate share of population 65 years and older is greater than the state’s proportionate share, the pull factor for Automobile Dealers and Gasoline Service Stations Sector increases. Older people, who are less mobile will apparently travel mainly within the local area for available products sold by retail sector 55. If the county sales per establishment were greater than the state, the local pull factor increased. An adjacent non-metropolitan county may find a negative influence on pull factor.

For apparel and accessory stores (SIC 56), every exogenous factor was significant at the 5 percent level. The results indicate that as the per capita income increases in the county, pull factor values increase and if the county’s proportionate share of population between 18 to 64 is larger than the state’s, then the pull factor for apparel and accessory stores increase. This is due to young families needing to clothe their families and the cost of traveling outside their county. However, if the county’s proportionate share of population over 65 years of age is larger than the state’s, the pull factor for apparel and accessory stores is positively influenced. Given less mobility of the older population and the higher tendency for loyalty to local establishments by the older population, pull factors are positively influenced. As the largest city within a county increases, the pull factor for apparel and accessory store decreases. This may be due to larger population communities having more people who are mobile and desire the expanded retail opportunities in urban areas. The further a rural county is from a metropolitan county, the larger the pull factor above the threshold value of one. Given the variety offered by metropolitan retail stores and malls, the more isolated the county the greater the Apparel and Accessory Stores Sector pull factor. The greater number of retail stores also acts positively on the pull factor value. The positive influence of economies of scope in retail shopping is very influential on the pull factor value. The positive dummy variable suggests counties adjacent to metropolitan counties will increase pull factor values. This is due to the influence of metropolitan population which may shop at adjacent county stores. If county sales per establishment were greater than state sales per establishment there is a greater sales capture.

For the Furniture and Home Furnishing Stores Sector (SIC 57), the significant variables were the intercept, population of largest town, number of retail outlets, the efficiency index, and the dummy variable. As the largest city in the county increases, the pull factor values decrease. This may be due to the fact that as cities in non-metropolitan areas increase, the propensity to shop for furniture and home furnishings shifts to urban areas. The number of outlets once again acted as a positive influence on the pull factor. This again shows the positive influence of economies of scope in rural retailing. Again the supply side factor is significant. That is, if the retail sector sales per establishment increases,
the pull factor will increase. Also the dummy variable implies that non-metropolitan counties adjacent to metropolitan counties actually increase the pull factor due to metropolitan customers purchasing furniture and home furnishings in non-metropolitan areas.

For the Eating and Drinking Places Sector (SIC 58), the intercept, per capita income, proportion of county population between 18 to 65 years to the state proportion of county population 65 years or greater to the state, population of largest city, number of retail outlets, and efficiency index were all significant factors. If a county’s per capita income increases, the trade capture for eating and drinking is higher. This relates to higher incomes eating outside the home more often than lower income consumers. If a county’s proportionate share of population between 18 to 64 is larger than the state’s proportionate share, the eating and drinking places pull factor will increase. This is due to the working age public’s higher propensity to dine outside the home. Similarly, if a county’s proportionate share of population 65 years and older is larger than the state’s share, the value of the pull factor increases. This is due to lower mobility in the retirement age category and their propensity to dine outside the home. In addition, if the population of the larger community within a county increases, the pull factor decreases. This may be due to larger non-metropolitan county population’s propensity to dine outside of the county. As the number of retail outlets increases, the pull factor for eating and drinking places increases. This shows dependency between retail sectors. In addition, if the county sales per establishment were greater than the state, there will be a higher pull factor. The dummy variable for being adjacent to metropolitan counties is positive. This means that adjacent non-metropolitan counties capture metropolitan county eating and drinking sector consumption.

For the Miscellaneous Retail Sector (SIC 59), at the five percent level proportionate share of population 18 to 64 years, proportionate share of population 65 years and older, number of retail outlets, scale index, and dummy variables are significant. Therefore for miscellaneous retail, if the county’s proportionate share of population 18 to 64 is greater than the state’s share, the pull factor will be greater. This finding would seem to indicate that the working age population has a higher propensity to purchase items covered by the Miscellaneous Retail Sector. In addition, the older the population, the less pull factor for miscellaneous retail goods. The number of retail outlets and retail sales scale index, are positive influences. Being adjacent to a metropolitan county reduces pull factor.

An interesting aspect of this analysis was to examine the implication of predicting retail potentials when pull factors are censored at zero or one. If a local economic development practitioner or extension/outreach personnel is only
interested if a retail sector category exists within a given county, pull factors
censored at zero would be adequate. However, if the local economic
development or extension/outreach person is interested in estimating the local
trade sector’s ability to capture trade outside of its boundaries, then pull factors
censored at one would be of importance. Given the shift in local government
revenue sources from property taxes to sales taxes, capturing local and outside
taxable sales has become an area of interest for many local government officials.

Table 3 shows the conditional expectations for each retail sector taken
independently of other sectors and results are averaged over the entire sample. For example, the expected values for the Building Materials and Garden Supply Sector and the General Merchandising Sector for threshold value censored at one are 1.1547 and 1.2313, respectively. While expected values for the same sectors censored at zero are 0.7798 and 0.7670, respectively. Therefore the expected pull factor values for the Building Materials and Garden Supply Stores Sector and the General Merchandising Sector are approximately 47 percent and 61 percent greater, respectively, if it is known that the county’s selected retail category is capturing sales outside of its boundaries.

<table>
<thead>
<tr>
<th>Variables</th>
<th>( E(Y) = E[Y / y&gt;0] )</th>
<th>( E(Y) = E[Y / y&gt;1] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIC 52 Building, Gardening &amp; Merchandise</td>
<td>0.7798</td>
<td>1.1547</td>
</tr>
<tr>
<td>SIC 53 General Merchandise</td>
<td>0.7670</td>
<td>1.2313</td>
</tr>
<tr>
<td>SIC 54 Food Stores</td>
<td>1.0761</td>
<td>1.3082</td>
</tr>
<tr>
<td>SIC 55 Automobile Dealers and Gas Stations</td>
<td>0.8474</td>
<td>1.1000</td>
</tr>
<tr>
<td>SIC 56 Apparel and Accessory Stores</td>
<td>0.5218</td>
<td>1.1339</td>
</tr>
<tr>
<td>SIC 57 Furniture and Home Furnishings</td>
<td>0.3709</td>
<td>1.0197</td>
</tr>
<tr>
<td>SIC 58 Eating and Drinking Places</td>
<td>0.8652</td>
<td>1.2091</td>
</tr>
<tr>
<td>SIC 59 Miscellaneous Retail</td>
<td>0.6985</td>
<td>1.0771</td>
</tr>
</tbody>
</table>
Comparing these expected pull factor values, it becomes evident why rural economic development practitioners and extension/outreach personnel become very interested in capturing local and external retail trade. Not only are the expected pull factors for sectors with a pull factor greater than one larger but these rural counties and communities on average capture higher taxable sales for local government revenues. Therefore extension and outreach programs which provide information to rural decision makers as to maintaining and expanding retail trade capture would be of interest.

**Decomposition of Tobit Results**

McDonald and Moffit (1980) have shown that the Tobit coefficients can provide additional information with both economic and policy implications. The McDonald-Moffit technique estimates the two effects of decomposition of Tobit results. First, decomposition represents the effect of a change in an exogenous variable on the probability that the dependent variable being above the limit (i.e. a retail sector with a pull factor equal to one). The second decomposition shows the effect of a change in the exogenous variable on the dependent variable assuming the dependent variable is already above the limit (i.e., sectoral pull factor is greater than one). Coefficients of the first decomposition provide information to extension/outreach personnel as to how changes in exogenous variables would increase the probability of a local retail sector meeting the demands of the local populace. Coefficients of the second decomposition provide information to extension/outreach personnel about how a county which has a pull factor greater than one can maintain and expand its retail capture.

Coefficients shown in Table 4 represent the relationship between a change in county characteristics and a change in the expected pull factor for a county capturing trade outside of its boundaries. The amount of adjustment depends upon the proportions of the sample that is not at the limits, with a higher proportion resulting in a smaller reduction of the coefficient. In this study, the proportion of the pull factor that is not at the limit ranges from 10.25 percent for the Apparel and Accessory Store, the Furniture and Home Furnishing Sector, and the Miscellaneous Retail Sector to 41 percent of counties for the Food Stores Sector.

The resulting coefficients from applying the McDonald-Moffit procedures are shown in Table 4. Evaluated at their sample means, \( \frac{\partial E(y_i | y_i > 1)}{\partial X_j} \), the coefficients for each retail sector are the relationship
TABLE 4
Adjusted Tobit Estimates for Rural Retail Sectors with Pull Factors Greater than One, Great Basin Area, 1994

<table>
<thead>
<tr>
<th>Exogenous Variables</th>
<th>SIC-52</th>
<th>SIC-53</th>
<th>SIC-54</th>
<th>SIC-55</th>
<th>SIC-56</th>
<th>SIC-57</th>
<th>SIC-58</th>
<th>SIC-59</th>
</tr>
</thead>
<tbody>
<tr>
<td>Per Capita Income*</td>
<td>0.076383</td>
<td>0.157823</td>
<td>0.180579</td>
<td>-0.842513</td>
<td>0.877867</td>
<td>0.424248</td>
<td>0.215636</td>
<td>0.054000</td>
</tr>
<tr>
<td>% of Population Category 18-64</td>
<td>2.362429</td>
<td>-1.029186</td>
<td>5.303332</td>
<td>2.053085</td>
<td>0.909808</td>
<td>0.660779</td>
<td>0.917828</td>
<td>0.465119</td>
</tr>
<tr>
<td>% of Population Category 65+</td>
<td>0.414076</td>
<td>0.036089</td>
<td>0.497637</td>
<td>0.834272</td>
<td>0.238083</td>
<td>0.116316</td>
<td>0.248116</td>
<td>-0.116375</td>
</tr>
<tr>
<td>Population of Largest City*</td>
<td>-0.06418</td>
<td>0.104187</td>
<td>0.066367</td>
<td>-0.068129</td>
<td>-0.197186</td>
<td>-0.44276</td>
<td>-0.048490</td>
<td>-0.001201</td>
</tr>
<tr>
<td>Mileage*</td>
<td>0.120876</td>
<td>0.055501</td>
<td>0.156764</td>
<td>0.020662</td>
<td>0.224144</td>
<td>-0.09927</td>
<td>-0.014708</td>
<td>-0.016455</td>
</tr>
<tr>
<td>Number of Retail Outlets*</td>
<td>0.317507</td>
<td>-0.075212</td>
<td>-0.373444</td>
<td>-0.088203</td>
<td>0.402413</td>
<td>0.617170</td>
<td>0.082041</td>
<td>0.031392</td>
</tr>
<tr>
<td>Efficiency Index</td>
<td>0.492334</td>
<td>0.010338</td>
<td>0.688151</td>
<td>1.628379</td>
<td>0.310483</td>
<td>0.166716</td>
<td>0.630753</td>
<td>0.185260</td>
</tr>
<tr>
<td>Dummy Variable</td>
<td>-0.30146</td>
<td>0.046520</td>
<td>0.054837</td>
<td>-0.582932</td>
<td>0.560716</td>
<td>0.302473</td>
<td>0.070717</td>
<td>-0.037722</td>
</tr>
</tbody>
</table>

Notes: (*) denote variables which are in logs.
SIC 52 is Building Materials and Garden Supply Stores; SIC 53 is General Merchandising Stores; SIC 54 is Food Stores; SIC 55 is Automobile Dealers and Gasoline Service Stations; SIC 56 is Apparel and Accessory Stores; SIC 57 is Furniture and Home Furnishing Stores; SIC 58 is Eating and Drinking Places; and SIC 59 is Miscellaneous Retail Establishments.
between a change in the independent variable and the expected pull factor for a
given sector which has a pull factor greater than one. In comparing coefficients in
Tables 2 and 4, the adjusted coefficients are less closely related to changes in
county characteristics than indicated by the Tobit results. Specifically, adjusted
coefficients of SIC 53 or the General Merchandising Sector are about 4% the
magnitude of the aggregate Tobit estimates and for SIC 56 or the Apparel and
Accessory Stores Sector the adjusted coefficients are about 25% of the original
estimates. These comparisons indicate that the selected county characteristics
were better at differentiating between counties with a retail sector pull factor
greater than or equal to one than predicting pull factor value differences for
counties losing retail trade capture. An alternative analysis would be that changes
in selected county characteristics have a much larger impact on the probability of
county’s retail sector having a pull factor greater than or equal to one given the
county is currently not capturing local trade than on the possibility of increased
trade capture for a county’s retail sector whose pull factor is already greater than
one.

VII. CONCLUSIONS

Rural economic development has long focused the location or relocation of
manufacturing plants to a rural area. Often these development goals are risky and
areas which provided inducements for industrial location may find results less
than what was anticipated. An alternative to industrial relocation is development
of the local commercial sector.

The focus on rural retail sector development has increased with USDA
Extension focusing on formulation and development of rural retail extension
education and outreach programs. However, before programs are formulated
necessary research investigation is required. This paper investigated the influence
of exogenous factors on pull factor estimates below and above the threshold
value. The threshold for pull factors is one meaning that the local retail sector is
capturing retail trade not only in the local community but outside its boundaries.
Using Tobit procedures, significant exogenous factors were found. An interesting
finding is the impact of number of retail trade stores. With a larger number of
retail stores, economies of scope are realized by the rural customer which yields
higher pull factors. Also, the influences of exogenous factors on different retail
sector categories may have different impacts which should be included in an
extension or outreach retail sector program. In addition, results agree with
findings of Gruidl and Andrianacos (1994) in that supply factors as well as
demand factors must be addressed to increase rural retail sector activity.
ENDNOTES

1. The five general strategies suggested by Pulver (1979) are: (1) attract new basic employers; (2) improve efficiency of existing firms; (3) improve ability to capture dollars; (4) encourage new business formation; and (5) increase aids/transfers received from broader governmental levels or units.

2. Numerous research and extension programs have been undertaken in the nation. Most notable has been a retail extension program by Ken Stone at Iowa State University Cooperative Extension while outreach programs have been delivered by the Small Business Development Centers across the nation.

3. The National Small Store (Retailer) Consortium has been created by the USDA Extension to address and formulate rural retail extension programs.

4. The Great Basin also depicts a water basin of the Water Resources Council.

5. Equation 1 outlined can also be related to the community level. If retail data is available, community level analysis would be preferred. However in some states, sales taxes are not collected and where sales taxes are collected, retail sales may be recorded at regional or state headquarters rather than at point of sale. Therefore, Census of Retail Trade sales values were used because of the reliability of the values for both Nevada and Utah.

6. The eight retail sectors used in this analysis were: Building Materials and Garden Supply Stores (SIC 52); General Merchandising Stores (SIC 53); Food Stores (SIC 54); Automotive Dealers and Gasoline Service Stations (SIC 55); Apparel and Accessory Stores (SIC 56); Furniture and Home Furnishing Stores (SIC 57); Eating and Drinking Establishments (SIC 58); and Miscellaneous Retail Establishments (SIC 59).

7. A detailed explanation of Tobit procedures is given in a referenced study by Greene (1993).
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